LOCATIONS OF OPTIMAL STRESS POINTS IN HIGHER-ORDER ELEMENTS
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SUMMARY
The locations of optimal stress points in Lagrangian and serendipity elements are determined by using the symbolic mathematical tool MATHEMATICA®. It is found that, for the Lagrange family of elements of order more than two, the co-ordinates of optimal stress points slightly differ from those of the reduced Gauss integration points. Some of the serendipity family of elements have either none or only one optimal stress point at the element centre. Thus, when using higher-order elements in the $p$- or $hp$-version, it is more desirable to employ the Lagrange family of elements. Copyright © 1999 John Wiley & Sons, Ltd.

KEY WORDS optimal stress points; superconvergent patch recovery; hierarchical finite element

1 INTRODUCTION
The finite element method has been extensively used in the analysis and design of structural members where the maximum shear stress or the maximum principal stress plays a critical role. In the displacement-based finite element formulation, the stresses are not as accurately determined as the nodal displacements. Barlow1 showed the existence of optimal points in an element where stresses are most accurate. He computed the locations of these points for first- and second-order bar, beam and plane elements and found these points to be coincident with the locations of reduced Gauss quadrature points. These optimal stress points have drawn more attention recently because of the superconvergent patch recovery2,3 (SPR) wherein nodal values of stresses are obtained by using the least squares fit to the stresses evaluated at the sampling points. Thus the SPR technique depends upon the precise location of sampling points. Based on Barlow’s result for lower-order elements, the reduced Gauss integration points have been taken as the optimal stress points for higher-order elements.2,3 However, for higher-order elements, the locations of these two sets of points are slightly different, and are given herein for the Lagrange and serendipity families of elements.

2 BAR ELEMENTS
Our technique of finding the locations of optimal stress points is exactly the same as that employed by Barlow,1 and is briefly sketched for the sake of completeness. Consider an $n$th-order bar element for which the displacement field in the local co-ordinate $\xi$ is given by4

$$u_a = [1, \xi, \xi^2, \ldots, \xi^n]a = P_n a$$  \hspace{1cm} (1)
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where \( \mathbf{a} \) is the unknown coefficient vector. Substituting into (1) the local co-ordinates of nodes, we obtain the following relationship between the nodal displacements \( \mathbf{\delta}_a \) and the coefficient vector \( \mathbf{a} \):

\[
\mathbf{\delta}_a = \mathbf{Aa}
\]  

(2)

Here \( \mathbf{A} \) is the \((n+1) \times (n+1)\) matrix of nodal co-ordinates. Now, consider the displacement field

\[
\mathbf{u}_b = [1, \xi, \xi^2, \ldots, \xi^{n+1}] \mathbf{b} = \mathbf{P}_{n+1} \mathbf{b}
\]  

(3)

containing a complete polynomial of degree \((n+1)\) in the same \(n\)th-order element with \(n+1\) nodes. Substituting the local co-ordinates of \(n+1\) nodes into (3), we conclude that

\[
\mathbf{\delta}_b = \mathbf{Bb}
\]  

(4)

where \( \mathbf{B} \) is \((n+1) \times (n+2)\) matrix and \( \mathbf{\delta}_b \) is the nodal displacement vector for the \(n\)th-order element. Setting \( \mathbf{\delta}_a = \mathbf{\delta}_b \) gives

\[
\mathbf{a} = \mathbf{A}^{-1} \mathbf{Bb}
\]  

(5)

The first-order derivatives (or strains) of the displacement fields (1) and (3) may be written as

\[
\frac{d\mathbf{u}_a}{dx} = \frac{d\xi}{dx} \frac{d\mathbf{P}_n}{d\xi} \mathbf{a}, \quad \frac{d\mathbf{u}_b}{dx} = \frac{d\xi}{dx} \frac{d\mathbf{P}_{n+1}}{d\xi} \mathbf{b}
\]  

(6)

where \(x\) is the global co-ordinate along the bar. The locations of optimal stress points are given by equating \(d\mathbf{u}_a/dx\) and \(d\mathbf{u}_b/dx\). Since the Jacobian \(d\xi/dx\) depends only upon the element geometry, it is the same in the two cases. Thus the locations of optimal stress points are given by

\[
\left[ \frac{d\mathbf{P}_n}{d\xi} \mathbf{A}^{-1} \mathbf{B} - \frac{d\mathbf{P}_{n+1}}{d\xi} \right] \mathbf{b} \equiv \mathbf{Cb} = 0
\]  

(7)

Vectors \( \mathbf{C} \) for elements of order 1–5 are listed in Table I. The locations of optimal stress points and also of reduced Gauss integration points for elements of order 1–10 are given in Table II. A

<table>
<thead>
<tr>
<th>(n)</th>
<th>(C)</th>
<th>Optimal stress points</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(\xi[1, -1, 2, -1])</td>
<td>(0)</td>
</tr>
<tr>
<td>2</td>
<td>((9x/16)[1, -1, 3, -3, 1]), where (x = 1 - 3\xi^2)</td>
<td>(\pm 1/\sqrt{3})</td>
</tr>
<tr>
<td>3</td>
<td>((8\xi^2/27)[1, -4, 6, -4, 1]), where (x = 5 - 9\xi^2)</td>
<td>(\pm \sqrt{5}/3, 0)</td>
</tr>
<tr>
<td>4</td>
<td>((625x/3072)[1, -5, 10, -10, 5, 1]), where (x = 1 - 15\xi^2 + 20\xi^4)</td>
<td>(\pm \sqrt[4]{3} \pm \sqrt[4]{29}/5)</td>
</tr>
<tr>
<td>5</td>
<td>((81\xi^2/25000)[-1, 6, -15, 20, -15, 6, -1]), where (x = 259 - 1750\xi^2 + 1875\xi^4)</td>
<td>(\pm \sqrt{[35 + 8\sqrt{7}]/5\sqrt{3}}, 0)</td>
</tr>
</tbody>
</table>
MATHEMATICA® file to compute the locations of optimal stress points in an \( n \)th-order element is given in the Appendix. The results in Table II indicate that the locations of optimal stress points coincide with those of reduced Gauss points for first- and second-order elements but differ for higher-order elements.

### 3 PLANE ELEMENTS

We first consider the Lagrange family of elements. The displacement field \((u, v)\) for a 4-noded quadrilateral element can be written as

\[
[u, v] = [1, \xi, \eta][a_u, a_v]
\]

#### Table II. Locations of optimal stress points and reduced integration points for a bar element of order 1–10

<table>
<thead>
<tr>
<th>( n )</th>
<th>Optimal stress point</th>
<th>Reduced integration point</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.000 000 000 000 000</td>
<td>0.000 000 000 000 000</td>
</tr>
<tr>
<td>2</td>
<td>±0.577 350 269 189 626</td>
<td>±0.577 350 269 189 626</td>
</tr>
<tr>
<td>3</td>
<td>±0.745 355 992 499 923</td>
<td>±0.774 596 669 241 483</td>
</tr>
<tr>
<td>4</td>
<td>±0.822 216 434 079 134</td>
<td>±0.861 216 434 079 134</td>
</tr>
<tr>
<td>5</td>
<td>±0.865 378 610 694 123</td>
<td>±0.906 179 845 938 664</td>
</tr>
<tr>
<td>6</td>
<td>±0.892 679 195 264 306</td>
<td>±0.932 679 195 264 306</td>
</tr>
<tr>
<td>7</td>
<td>±0.911 349 929 075 623</td>
<td>±0.949 107 912 342 759</td>
</tr>
<tr>
<td>8</td>
<td>±0.924 844 999 189 023</td>
<td>±0.960 289 856 497 536</td>
</tr>
<tr>
<td>9</td>
<td>±0.935 010 096 431 202</td>
<td>±0.968 160 239 507 626</td>
</tr>
<tr>
<td>10</td>
<td>±0.942 915 732 607 524</td>
<td>±0.973 906 528 517 172</td>
</tr>
</tbody>
</table>
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where \( a_u \) and \( a_v \) are unknown coefficients and \((\xi, \eta)\) are the local co-ordinates of a point. The displacement fields \((u_b, v_b)\) containing polynomial terms up to a complete quadratic are

\[
[u_b, v_b] = [1, \xi, \eta, \xi \eta, \xi^2, \eta^2][b_u, b_v]
\]  

where \( b_u \) and \( b_v \) are the unknown coefficients. The spatial derivatives for these two displacement fields are given by

\[
\begin{bmatrix}
\frac{\partial u}{\partial \xi} & \frac{\partial v}{\partial \xi} \\
\frac{\partial u}{\partial \eta} & \frac{\partial v}{\partial \eta}
\end{bmatrix}
= \begin{bmatrix}
0 & 1 & 0 & \eta \\
0 & 0 & 1 & \xi
\end{bmatrix}[a_u, a_v]
\]  

\[
\frac{\partial u}{\partial \eta} = \begin{bmatrix}
0 & 1 & 0 & \eta & 2\xi & 0 \\
0 & 0 & 1 & \xi & 0 & 2\eta
\end{bmatrix}[b_u, b_v]
\]  

By substituting for nodal co-ordinates into (8) and (9) we compute nodal displacements. Setting these nodal displacements equal to each other, we obtain a relation between \((a_u, a_v)\) and \((b_u, b_v)\). The locations of optimal stress points are obtained by equating the spatial derivatives of \( u \) and \( v \) in (10) and (11), and substituting for \((a_u, a_v)\) in terms of \((b_u, b_v)\). The result is

\[
\begin{bmatrix}
0 & 0 & 0 & 0 & -2\xi & 0 \\
0 & 0 & 0 & 0 & -2\eta
\end{bmatrix}[b_u, b_v] = 0
\]  

Equation (12) holds for every choice of \( b_u \) and \( b_v \) if and only if \( \xi = \eta = 0 \). Thus the location of the optimal stress point coincides with that of the reduced Gauss integration point. The optimal stress points for quadratic and cubic Lagrange elements are similarly found and the pertinent equations are given in Table III. It is clear that their local co-ordinates coincide with those of the one-dimensional element given in Table II.

For a quadratic serendipity element, Barlow\(^1\) found the optimal stress points to be \((\pm 1/\sqrt{3}, \pm 1/\sqrt{3})\) in local co-ordinates, and are coincident with those of the Lagrange quadratic element. The locations of optimal stress points for the cubic, quartic and fifth-order serendipity elements are given in Table IV. It should be noted that both cubic and 5th-order elements have only one optimal stress point at the centre of the element, and the quartic element has no optimal stress point within the element. Furthermore, even though the cubic and fifth-order elements have an optimal stress point at the centre, it is difficult to accurately evaluate the stress components elsewhere since only one sampling point is available for the superconvergent patch recovery.

### 4 A NUMERICAL EXAMPLE

Consider a square cantilever plate subjected to uniform pressure on the top surface, and let the plate be discretized into four elements as shown in Figure 1. Our intent is to compare errors in
### Table III. C matrices and the optimal stress points for Lagrangian quadratic and cubic elements

<table>
<thead>
<tr>
<th>Quadratic element</th>
<th>Cubic element</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_{n}$</td>
<td>$P_{n+1}$</td>
</tr>
<tr>
<td>$[1, \xi, \eta, \xi^2, \xi \eta, \eta^2, \xi^3 \eta, \xi \eta^2, \eta^3]$</td>
<td>$[1, \xi, \eta, \xi^2, \xi \eta, \eta^2, \xi^3 \eta, \xi \eta^2, \eta^3, \xi^4 \eta, \xi^3 \eta^2, \xi^2 \eta^3, \xi \eta^4, \eta^4]$</td>
</tr>
<tr>
<td>$0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0$</td>
<td>$0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0$</td>
</tr>
<tr>
<td>Solutions of $C_{b} = 0$</td>
<td>$\left( \pm \frac{1}{\sqrt{3}}, \pm \frac{1}{\sqrt{3}} \right)$ or $(0,0)$</td>
</tr>
</tbody>
</table>

### Table IV. C matrices and the optimal stress points for serendipity cubic, quartic and fifth order elements

<table>
<thead>
<tr>
<th>Cubic element</th>
<th>Quartic element</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_{n}$</td>
<td>$P_{n+1}$</td>
</tr>
<tr>
<td>$[1, \xi, \eta, \xi^2, \xi \eta, \eta^2, \xi^3 \eta, \xi \eta^2, \eta^3, \xi^4 \eta, \xi^3 \eta^2, \xi^2 \eta^3, \xi \eta^4, \eta^4]$</td>
<td>$[1, \xi, \eta, \xi^2, \xi \eta, \eta^2, \xi^3 \eta, \xi \eta^2, \eta^3, \xi^4 \eta, \xi^3 \eta^2, \xi^2 \eta^3, \xi \eta^4, \eta^4]$</td>
</tr>
<tr>
<td>$0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0$</td>
<td>$0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0$</td>
</tr>
<tr>
<td>Solutions of $C_{b} = 0$</td>
<td>$\left( \pm \frac{1}{\sqrt{3}}, \pm \frac{1}{\sqrt{3}} \right)$ or $(0,0)$</td>
</tr>
</tbody>
</table>

#### 5th-order element

<table>
<thead>
<tr>
<th>Cubic element</th>
<th>Quartic element</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_{n}$</td>
<td>$P_{n+1}$</td>
</tr>
<tr>
<td>$[1, \xi, \eta, \xi^2, \xi \eta, \eta^2, \xi^3 \eta, \xi \eta^2, \eta^3, \xi^4 \eta, \xi^3 \eta^2, \xi^2 \eta^3, \xi \eta^4, \eta^4]$</td>
<td>$[1, \xi, \eta, \xi^2, \xi \eta, \eta^2, \xi^3 \eta, \xi \eta^2, \eta^3, \xi^4 \eta, \xi^3 \eta^2, \xi^2 \eta^3, \xi \eta^4, \eta^4]$</td>
</tr>
<tr>
<td>$[0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0]$</td>
<td>$[0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0]$</td>
</tr>
<tr>
<td>Solutions of $C_{b} = 0$</td>
<td>$\left( \pm \frac{1}{\sqrt{3}}, \pm \frac{1}{\sqrt{3}} \right)$ or $(0,0)$</td>
</tr>
</tbody>
</table>
stresses at the optimal stress points and the reduced Gauss integration points. The error $e$ in the stresses is defined as the difference between their values for the $n$th and $(n+1)$th-order elements and normalized by stresses for the $(n+1)$th-order element. Figures 2 and 3 compare the errors in stresses at the optimal stress points and the reduced integration points in element $A$ when the plate is modelled with Lagrangian cubic and quartic hierarchical elements. It is evident that the errors at the optimal stress points are lower than those at the reduced Gauss integration points. Thus, it is expected that stresses recovered by the SPR from their values at the optimal stress points will have better accuracy than those from their values at the reduced integration points.

Figure 4 exhibits the convergence of the shear stress at point $P$ obtained by using the superconvergent patch recovery. Whereas the optimal stress points were employed as sampling points for Lagrangian hierarchical elements, reduced Gauss integration points were used for serendipity elements. The shear stress is normalized with that obtained by using a mesh with $100 \times 100$ 4-noded quadrilateral elements. It is clear from the results plotted in Figure 4 that the shear stress obtained from the Lagrange family of elements converges as the order of the element is increased but that derived from the serendipity family of elements appears to diverge. This is because a serendipity element of order higher than three either has only one or no sampling point within the element.

5 CONCLUSIONS

We have computed locations of optimal stress points for bar and quadrilateral elements of various orders. It is found that these locations may differ from those of the reduced integration points. The serendipity elements of order 3 and higher have either one or no optimal stress point within the element. Thus the Lagrange family of hierarchical elements should be used in $p$- or $hp$-versions to get better accuracy of the stresses.

The optimal stress points for the hierarchical and isoparametric Lagrange elements are the same since both elements have the same polynomial terms even though they have different shape functions.
Figure 2. Errors in stresses in a Lagrangian cubic element (left figures for the optimal stress points and right figures for the reduced Gauss integration points)
Figure 3. Errors in stresses in a Lagrangian quartic element (left figures for the optimal stress points and right figures for the reduced Gauss integration points).
APPENDIX: MATHEMATICAL DATA PROGRAM

Bar element
ord1 = 3;
ord2 = ord1 + 1;
sh1 = Range[1,ord1 + 1];
sh2 = Range[1,ord2 + 1];
Do[ Part[sh1,i]s^(i - 1),{i,ord1 + 1}];
Do[ Part[sh2,i]s^(i - 1),{i,ord2 + 1}];
A = IdentityMatrix[ord1 + 1];
B = Table[1, {i,ord1 + 1},{j,ord2 + 1}];
tmp = -1;
del = 2/ord1;
Do[ tmpva = sh1/s tmp;
    tmpvb = sh2/s tmp;
    Do[ Part[A,i,j] = Part[tmpva,j],{j,ord1 + 1}];
    Do[ Part[B,i,j] = Part[tmpvb,j],{j,ord2 + 1}];
    tmp = tmp + del,i,ord1 + 1];
IAB = Inverse[A].B;
dsh1 = D[sh1,s];
dsh2 = D[sh2,s];
Eq = Factor[Simplify[dsh1.IAB - dsh2]]
Factor[Simplify[Solve[Eq == 0,s]]
N[%,16]

Figure 4. Convergence of the shear stress at point A obtained by the superconvergent patch recovery in Lagrangian and serendipity finite elements
Lagrangian element

\[
\text{ord1} = 3; \\
\text{ord2} = \text{ord1} + 1; \\
\text{sh1} = \text{Range}[1, (\text{ord1} + 1)^2]; \\
\text{sh2} = \text{Range}[1, (\text{ord1} + 1)^2 + 1]; \\
\text{cv} = \text{Range}[1, \text{ord1} + 1]; \\
\text{ism} = 0; \\
\text{Do[Do[ism = ism + 1; \\
\quad \text{Part}[\text{sh1}, \text{ism}] = s^i t^j (j - 1); \\
\quad \text{Part}[\text{sh2}, \text{ism}] = s^i t^j (j - 1), \{i, \text{ord1} + 1\}, \{j, \text{ord1} + 1\}]]; \\
\text{Part[sh2, (\text{ord1} + 1)^2] = s^{\text{ord1}}; \\
\text{Part[sh2, (\text{ord1} + 1)^2 + 1] = t^{\text{ord2}}; \\
\text{A} = \text{IdentityMatrix}[\text{ord1} + 1]; \\
\text{B} = \text{Table}[1, \{i, (\text{ord1} + 1)^2\}, \{j, (\text{ord1} + 1)^2 + 2\}]; \\
\text{del} = 2/\text{ord1}; \\
\text{tmp} = -1; \\
\text{Do[Part[\text{cv}, i] = tmp; \\
\quad \text{tmp} = \text{tmp} + \text{del}[\text{ord1} + 1]]; \\
\text{jj} = 0; \\
\text{Do[Do[jj = jj + 1; \\
\quad \text{tmpva} = \text{sh1}.\{s \rightarrow \text{Part[\text{cv}, i]}, t \rightarrow \text{Part[\text{cv}, j]}\}; \\
\quad \text{tmpvb} = \text{sh2}.\{s \rightarrow \text{Part[\text{cv}, i]}, t \rightarrow \text{Part[\text{cv}, j]}\}; \\
\quad \text{Do[Part[A, jj, ii] = Part[tmpva, ii], \{ii, 1, (\text{ord1} + 1)^2\}]; \\
\quad \text{Do[Part[B, jj, ii] = Part[tmpvb, ii], \{ii, 1, (\text{ord1} + 1)^2 + 2\}, \{i, \text{ord1} + 1\}, \{j, \text{ord1} + 1\}]}; \\
\text{IAB} = \text{Inverse}[\text{A}]; \\
\text{dsh1} = \{\text{D}[\text{sh1}, s], \text{D}[\text{sh1}, t]\}; \\
\text{dsh2} = \{\text{D}[\text{sh2}, s], \text{D}[\text{sh2}, t]\}; \\
\text{Eq} = \text{Simplify}[(\text{dsh1}.\text{IAB} - \text{dsh2})] \\
\text{Simplify}[\text{Solve[Eq} = = 0, \{s, t\}]] \\
\text{N[\%, 16]}]
\]
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