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We use the smooth particle hydrodynamics formulation implemented in the commercial software AUTODYN to analyze axisymmetric deformations due to the high speed impact at normal incidence of a glass sheet by a steel sphere. We compare computed values of the conchoidal diameters on the front and the back surfaces and the hole-out diameter with their experimental values available in the literature and also with those computed by Michel et al. for the same problem. The steel and the glass are modelled, respectively, with the Johnson-Cook and the Johnson-Holmquist thermoelastoviscoplastic relations and the Mie-Grüneisen and the polynomial equations of state. It is found that the agreement between the computed and the test results improves with an increase in the impact speed, and our results differ from those of Michel et al. who used the SPH formulation implemented in the commercial code LSDYNA.

Key Words: Hypervelocity Impact; Smooth Particle Hydrodynamics; Thermoelastoviscoplasticity; Spall Failure; Crater Diameter; Conchoidal Diameter

1. Introduction

Impacts in which pressures induced are an order of magnitude greater than the projectile and the target strength are usually termed as hypervelocity impacts (HVIs). Damage evolved during HVIs depends upon the materials of the impactor and the target, the impact speed and the initial and the boundary conditions. For example, damage in glass shown in Fig. 1, taken from Ref. [1], is different from that in ductile and even brittle metallic targets. Even though the initial impact pressure generated by HVI on glass is not much less than that on aluminum, the damage is much more extensive. Whereas the front-surface conchoidal diameter, $D_s$, in brittle aluminum is slightly larger than the crater diameter, $D_c$, and is about 4 times the projectile diameter, $d_p$, in glass $D_s \approx 40 \cdot d_p$ and $D_c \approx 10 \cdot d_p$. This is believed to be due to the low tensile strength of glass as compared to that of aluminum [2]. The shock pressure produced by a HVI is much larger than the tensile strength of glass and tensile stresses released on reflections from the free surfaces dominate the material strength for a long time. Therefore, a glass target must be much thicker than the aluminum counterpart to prevent spall failure [2] for otherwise identical impact conditions.

Laboratory experiments are expensive, and in general controlled tests cannot be performed for establishing an optimum design. Hydrocodes (e.g., AUTODYN, LSDYNA, and ABAQUS) on the other hand used to solve initial-boundary-value problems (IBVPs) employ established mechanics principles, i.e., the conservations of mass, linear momentum, and energy. However, there is no consensus on the failure criteria and their implementations in hydrocodes. Computed results depend upon these factors, constitutive relations used to describe the material response at high strain rates and temperatures, values of material parameters derived from either test data or results of molecular mechanics simulations, and algorithms used to simulate non-interpenetration
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conditions between two contacting bodies. Hydrocodes are economical to use and help conduct sensitivity studies to determine the importance of different parameters. It is rather well known that different hydrocodes using the same material models and values of material parameters can give quite different results. Here we have used the smoothed particle hydrodynamics (SPH) formulation included in the commercial software AUTODYN [3] to analyze finite deformations and failure of a glass plate impacted at normal incidence by a steel sphere, and compared our results with those of Michel et al. [4-6] who also used the SPH formulation implemented in LSDYNA [7].

Davison et al. [1] studied axisymmetric deformations caused by 62 and 124 μm fused silica particles impacting 2.54 mm thick fused silica mirrors at 6.2 and 9.9 km/s, respectively, and used the SPH and the Lagrangian cell methods in AUTODYN-2D. They used the Johnson-Holmquist (JH) material model [8], the maximum hydrostatic tensile stress equal to 130 MPa to delineate the spall failure, a polynomial equation of state (EoS), and the static damping feature in the hydrocode which decreases all velocities by a user defined factor after every time step. They found that the value of the maximum hydrostatic tensile stress at failure significantly affected the location and the time of formation of the detached spall in the vicinity of the crater.

For impact velocities varying from 2.67 to 4.24 km/s, Zhang et al. [9] experimentally studied HVI of 3.97 and 6.35 mm diameter aluminum alloy spheres on three glass/PVB laminated targets. They also employed the JH material model, a polynomial EoS, and the hydrocode AUTODYN to numerically study axisymmetric deformations of the system. They found that the PVB interlayer enhanced the protection provided by the glass sheet.

Michel et al. [4-6] experimentally and numerically studied the impact of steel spheres on glass targets. They used the SPH formulation implemented in the hydrocode LSDYNA [7], and found that the computed front and back surface spalls and perforation hole diameters were qualitatively similar to those observed in experiments, but their values were 34%, 32%, and 12%, respectively, lower than the average experimental values.

Here we use the SPH method implemented in AUTODYN [3] to study axisymmetric deformations caused by the impact of a steel sphere on a thin fused silica glass plate and employ the same geometric configurations and material models as those used by Michel et al. [4-6]. It is found that for various impact speeds, the presently computed fracture parameters in the glass target differ from their experimental and numerical values reported by Michel et al. Without having access to the source code, the differences in the two sets of numerical results can be attributed to either different choice of kernel functions in the two codes, the smoothing length, the volume assigned to each particle, the integration rule used to numerically evaluate various integrals, and different contact algorithms. We note that the classical SPH method exhibits tensile instability near the boundaries. Zhang and Batra [10] have successfully simulated the Taylor impact problem with the modified smoothed particle method (MSPH) that overcomes tensile instability and can have complete C⁰ basis functions of a desired order.

2. Problem Formulation

2.1 Problem Geometry

The configuration analyzed, depicted in Fig. 2, involves the impact at normal incidence of a 0.5 mm diameter steel sphere at the centroid of the top surface of a 2 mm thick and 40 mm diameter glass plate clamped at the periphery. The impactor and the target materials
are assumed to be homogeneous and isotropic. For the glass we use the JH strength model and a polynomial EoS, and for the steel the Johnson-Cook (JC) material model and the Mie-Grüneisen EoS. Because of the symmetry in loading and geometry, it is reasonable to assume that deformations are axisymmetric about the axis of impact, i.e., the $x_1$-axis in Fig. 2. We thus impose $x_2$- (or radial) velocity $= 0$ and tangential tractions $= 0$ at points on the axis of symmetry. All three components of velocity $= 0$ on the target mantle, and surface tractions $= 0$ on the remaining bounding surfaces of the steel sphere and the glass target except those contacting each other. The contact surface between the impactor and the target is assumed to be smooth. Thus at points on the contact surface the normal traction and the normal component of velocity are taken to be continuous, and the tangential traction $= 0$. We note that material points of the impactor and the target contacting each other vary with time. We use default values of the coefficients of the linear and the quadratic artificial viscosity, and do not use the static damping option in the hydrocode to reduce the kinetic energy of the system after every time step.

### 2.2 Material Model for Fused Silica

The polynomial EoS, Eqs. (1a) and (1b), the JH constitutive relation, Eq. (2), the JH damage model, Eq. (3), and the maximum tensile hydrostatic pressure criterion are used to simulate the hydrodynamic, the strength, the damage, and the spall failure in glass, respectively. Values of material parameters used to analyze the problem, taken from Ref. [11], are listed in Table 1 where μ is the shear modulus. These values, except for that of $p_0$ and $\mu$, equal those used by Michel et al. [4-6] who took $p_0 = 2.53$ g/cm$^3$ and $\mu = 30.4$ GPa.

$$
p = A_p \eta + A_2 \eta^2 + A_3 \eta^3 + (B_o + B_n) \rho_o e, \quad \eta \geq 0, \quad (1a)$$

$$
p = C_i \eta + C_2 \eta^2 + B_n \rho_o e, \quad \eta \leq 0. \quad (1b)$$

In Eq. (1), $\eta = \rho/\rho_0 - 1$ is the compressive volumetric strain, $\rho$ the present mass density, $\rho$ the internal energy density, and $A_1, A_2, A_3, B_o, B_n, C_1$ and $C_2$ are material constants. One can interpret $A_i$ and $C_i$ as the bulk modulus, $K_o$, at zero volumetric strain.

$$
\sigma_i^* = \sigma_i^* - D (\sigma_i^* - \sigma_f^*), \quad 0 \leq D \leq 1.0, \quad (2a)
$$

$$
\sigma_f^* = A_i \left( p_i^* + T_i^* \right)^{\frac{1}{n}} \left( 1 + \bar{C} \ln \dot{\varepsilon}_f^* \right), \quad (2b)
$$

$$
\sigma_f^* = \text{Min} \left[ \left( p_i^* \right)^{\frac{n}{m}} \left( 1 + \bar{C} \ln \dot{\varepsilon}_f^* \right) \bar{B}_i, \sigma_f^* \right]. \quad (2c)
$$

In Eq. (2), $p_i^*$ and $T_i^*$ are, respectively, the hydrostatic pressure, $\rho$, and the maximum tensile hydrostatic pressure normalized by the pressure at the Hugoniot elastic limit (HEL), $p_{HEL}$, $\sigma_i^*$ the normalized equivalent stress, $\sigma_f^*$ the normalized fracture strength, $\dot{\varepsilon}_f^*$ the effective plastic strain rate normalized by the reference strain rate of 1.0 s$^{-1}$, $\sigma_f^* \text{Max}$ the maximum fracture strength as a fraction of the intact strength $\bar{A}_i$, $\bar{C}$ the strain rate hardening parameter, $\bar{B}_i$ the fracture strength, and $\bar{m}$ and $\bar{n}$ are constants. The damage parameter $D$ ($0 \leq D \leq 1$), calculated using Eqs. (3a) and (3b), reduces the material flow (or yield) stress from $\sigma_i^*$ to $\sigma_f^*$ with an increase in the value of $D$ from 0 to 1.

$$
D = \sum \frac{\Delta \varepsilon_f^*}{\varepsilon_f^*}, \quad (3a)
$$

$$
\varepsilon_f^* = D_1 \left( p_i^* + T_i^* \right)^{\frac{1}{n}}, \quad (3b)
$$
where \( \Delta \varepsilon^p \) equals the effective plastic strain increment, \( \varepsilon^p_f \) is defined by Eq. (3b), and \( D_1 \) and \( D_2 \) are material parameters. The spall is assumed to initiate in the glass at the tensile hydrostatic pressure of 150 MPa. No erosion criterion is considered to delete the material.

For values of material parameters listed in Table 1, the Rayleigh wave speed in fused silica equals 2.18 km/s.

### 2.3 Material Model for Steel

The Mie-Grüneisen EoS, Eq. (4), and the JC relation, Eq. (5), are assumed for the steel projectile.

\[
p = \frac{\rho_o c_b^2 (\eta - 1)}{[\eta - \frac{\Gamma_o}{2} (\eta - 1)]^2} + \Gamma_o \rho_o c (\theta - \theta_o),
\]

\[
\sigma_e = \left[ A + B (\varepsilon^p_e)^n \right] \left[ \left( \frac{\varepsilon^p_e}{\varepsilon^p_o} \right) \right] \left[ 1 + C \ln \left( \frac{\varepsilon^p_e}{\varepsilon^p_o} \right) \right] \left[ 1 - \left( \frac{\theta - \theta_o}{\theta_m - \theta_o} \right)^m \right].
\]

(4)

(5)

Here \( \theta_0 \) is the temperature of a material point in the undeformed configuration, \( c \) the specific heat, \( c_b \) the bulk speed of sound, \( \Gamma_0 \) the Mie-Grüneisen parameter, and \( s_\theta \) the slope of the Hugoniot curve at the origin. In Eq. (4), the pressure is an affine function of the temperature rise. In Eq. (5), \( \varepsilon^p_e \) is the effective plastic strain, and \( \dot{\varepsilon}^p_e \) the effective plastic strain rate, \( A \) the quasi-static yield stress, \( B \) and \( n \) strain hardening parameters, \( C \) and \( \varepsilon_o \) the strain rate hardening parameter and the nominal strain rate, respectively, \( \theta_m \) the presumed melting temperature of the material, and \( m \) the thermal softening exponent.

The JC damage parameter, \( D \), is obtained from Eq. (3a) by using Eq. (6) instead of Eq. (3b) to find \( \varepsilon^p_f \), where \( \varepsilon^p_f \) is assumed to depend on the non-dimensional plastic strain rate, \( \dot{\varepsilon}^p_e / \dot{\varepsilon}_o \), the temperature, and the stress triaxiality, \( p/\sigma_e \).

\[
\varepsilon^p_f = \left[ d_1 + d_2 \exp \left( \frac{d_3 \frac{p}{\sigma_e}}{\dot{\varepsilon}^p_e} \right) \right] \left[ 1 + d_4 \ln \left( \frac{\dot{\varepsilon}^p_e}{\dot{\varepsilon}_o} \right) \right] \left[ 1 + d_5 \left( \frac{\theta - \theta_o}{\theta_m - \theta_o} \right) \right].
\]

(6)

\[
\sigma_e = \sqrt{\frac{3}{2}} s_{ij} s_{ij}.
\]

(7)

Here \( \sigma_e \) is the effective stress and \( s_{ij} \) a component of the deviatoric stress tensor.

Values of material parameters \( A, B, C, n, \theta_m, m, \) and \( d_1, d_2, \ldots, d_5 \), taken from Refs. [12, 13], are listed in Table 2. Note that a positive value of \( p \) implies tensile stress. Material points of the steel projectile are deleted from the analysis when \( D = 1.0 \).

### 3. Results

#### 3.1 Effect of Particle Distributions

For impact velocity = 3 km/s and the initial kinetic energy of the steel sphere projectile = 2.29 J, we analyze deformations of the glass sheet by using three successively finer particle distributions for which the minimum radial distance between two adjacent particles in the steel sphere equals 10, 6 and 5.6 \( \mu \)m. The minimum distance in the corresponding particle distributions in the target equals 20, 14 \( \mu \)m, and 12.5 \( \mu \)m. One distribution of particles in a plane of the sphere passing through its center, and in the central target region is shown in Fig. 2.

For the three particle distributions and \( t = 30 \mu s \) we have exhibited in Fig. 3 the computed conchoidal diameters on the front and the back surfaces, \( D_f \) and \( D_b \), and the hole-out diameter, \( D_h \), for the glass target. The \( D_f \) and \( D_b \) are defined as the maximum diameter of the region spalled on the front and the back target surface, respectively. The \( D_h \) is defined only when there is complete perforation of the target, and it is taken to equal the diameter of the tunnel at the target mid-surface. Values of \( D_f, D_b, D_h \) and the minimum time step size, \( \Delta t_{\text{min}} \) are listed in Table 3. These results suggest that values of \( D_f, D_b, \) and \( D_h \) for the 2nd particle distribution differ from those of the 3rd particle
distribution by 0.3%, 3.65%, and 0%, respectively. Thus the 2nd particle distribution gives essentially converged values of $D_{fs}$, $D_{bs}$ and $D_c$.

### 3.2 Elastic Wave Speeds and Impact Pressure

For values of material parameters listed in Tables 1 and 2, the theoretical longitudinal wave speed $c_l = (c_p^2 + 4/3 c_s^2)^{1/2} = 6.21$ km/s and 5.43 km/s for the glass and the steel, respectively. Here $c_p^2 = A_1/\rho_0$ is the square of the bulk wave speed and $c_s^2 = \mu/\rho_0$ the square of the shear (or transverse) wave speed. The computed results indicate that the pressure wave reaches the back surface of the 2 mm thick glass target at about 0.32 $\mu$s giving the longitudinal wave speed from the computed results = 6.25 km/s for the glass which is very close to the theoretical value of 6.21 km/s.

The magnitude of the incident pressure, $p_0$, induced during the impact of two elastic bodies [14] is given by

$$p_0 = \nu_i \left( \frac{1}{\rho_0 c_i^f} + \frac{1}{\rho_0 c_i^t} \right)^{-1},$$

where $\rho_0$ and $c_i$ ($i = f$ and $t$) are the initial mass density and the longitudinal wave speed, respectively. For values of material parameters assumed here, $p_0 = 31.34$ GPa which compares well with 32.83 GPa found from using the code. We note that this value of $p_0$ equals about 40 times the quasistatic yield stress of the steel and nearly equals the initial bulk modulus of fused silica.

### 3.3 Observation from the Numerical Solution

After closely studying computed results for the three particle distributions, we make the following general observations. Values of times listed below vary with the particle distribution and the number of particles used to analyze the problem.
- Crater lips start growing right after the impact.
- At about 0.4 μs, spallation initiates from a point on the axis of impact that is on the back surface of the silica plate and propagates radially. At approximately 0.6 μs a small region around the axis of impact whose thickness equals about 1/3rd of the target thickness has spalled. At $t = 1$ μs the spallation reaches the crater bottom and radial spall lines start emanating from points on the crater periphery. The average speed of propagation of spalled zone is 1.8 km/s which is less than the Rayleigh wave speed of 2.18 km/s in glass.

- At about 1.1 and 2.3 μs, respectively, two spall lines reach the front surface at $x_2 = 1.89$ and 3.44 mm. Similarly at 3.0, 3.3, 3.5, and 7 μs, respectively, four spall lines reach the back surface at $x_2 = 2.08, 3.28, 3.58$, and 4 mm.

The above-stated observations for the three particle distributions are summarized in Table 4.

Results depicted in Fig. 3 imply that when the particle distribution is successively refined, deformations of the target and the propagation of spall regions noticeably change. It is difficult to establish a convergence criterion for the computed results.

3.4 Results for Different Impact Velocities

For the problem studied in Section 3.1 and particle distribution 2, we compute values of the critical fracture parameters for impact speeds varying from
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### Table 3: Computed values of fracture parameters for the three particle distributions

<table>
<thead>
<tr>
<th>Parameter/particle distribution</th>
<th>Total No. of particles</th>
<th>Smoothing length (μm)</th>
<th>$Δt_{min}$ (ns)</th>
<th>Front-surface conchoidal dia., $D_{f}$ (mm)</th>
<th>Back-surface conchoidal dia., $D_{b}$ (mm)</th>
<th>Hole-out dia., $D_*$ (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>100,958</td>
<td>10/20</td>
<td>0.65</td>
<td>6.88</td>
<td>8.3</td>
<td>2.8</td>
</tr>
<tr>
<td>2</td>
<td>207,035</td>
<td>6/14</td>
<td>0.36</td>
<td>6.74</td>
<td>7.9</td>
<td>2.6</td>
</tr>
<tr>
<td>3</td>
<td>259,090</td>
<td>5.6/12.5</td>
<td>0.28</td>
<td>6.72</td>
<td>8.2</td>
<td>2.6</td>
</tr>
</tbody>
</table>

* “/” separates smoothing length for the projectile and the target

### Table 4: Summary of computed fracture patterns for the three particle distributions

<table>
<thead>
<tr>
<th>Parameter/particle distribution</th>
<th>Front surface</th>
<th>Back surface</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>No. of radial spall lines</td>
<td>Spall initiation time (μs)</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>1.1</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>1.1</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>1.1</td>
</tr>
</tbody>
</table>
1.35 to 3.3 km/s, and compare them in Figs. 4-6 with those experimentally and numerically found by Michel et al. [4-6]. The plots of the front-surface conchoidal diameters versus the impact speed depicted in Fig. 4 evince that for the impact speeds considered, the present work and the numerical analysis of Michel et al. over-predict and under-predict, respectively, the conchoidal diameters than those found experimentally. However, both sets of numerical results for the back-surface conchoidal diameter are below the test values. The variation of the hole-out diameter with the impact speed exhibited in Fig. 6 suggests that the agreement between the experimental values and the two sets of numerically found values is better than that for the conchoidal diameters.

We have exhibited in Fig. 7 variation of the front-surface conchoidal diameter versus the impact energy. Eq. (9) is the least squares fit to the presently computed $D_{fs}$ vs. $E_k$ values where $D_{fs}$ is in mm and $E_k$ in Joules.

$$D_{fs} = 6.4012 \times E_k^{0.0895}$$

(9)

We have compared values of $D_{fs}$ calculated from scaling laws available proposed by Burt and Christiansen [19], Fechtig et al. [15, 16] and Yang et al. [20].

In Fig. 8, we have exhibited snap shots of the deformed shapes at 0.5, 1.5, 3, and 5 μs. The lengths of long and short spall radial lines as well as their numbers stabilize at about $t = 3 \mu s$ even though the crater diameter and the crater depth continue to grow.
on a fused silica sheet to delineate the effect of the impact speed on several fracture parameters such as the conchoidal diameters on the front and the back surfaces and the hole-out diameter. The steel has been modelled with the Johnson-Cook viscoplastic and damage relations. The response of fused silica has been simulated with the Johnson-Holmquist material and damage models, and the spall tensile hydrostatic pressure has been taken as 150 MPa.

It is found that the particle distribution and the number of particles strongly influence the fracture patterns and values of fracture parameters. Our results differ from those of Michel et al. [4-6] who used the SPH formulation in the commercial software, LSDYNA. These differences cannot be attributed to the slightly different values of the mass density and the shear modulus of glass in the two computations. Our analysis unlike that of Michel et al. over-predicts values of the front-surface conchoidal diameter and the hole-out diameter as compared to their corresponding experimental values. However, the present analysis like that of Michel et al. under-predicts back-surface conchoidal diameter than the corresponding experimental values. The difference between the computed and the test values varies with the impact speed. We have not investigated changing values of other material parameters to see if the agreement between the computed and the experimental values of fracture parameters can be improved.
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